USING NEURAL NETWORKS TO DESIGN COLD-FORMED STEEL SECTIONS
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Structural steel is used in two main forms: hot rolled and cold-formed sections. Hot rolled sections are by far the most widely used, and are the stronger of the two. However, there are many advantages to cold-formed steel. It is much lighter, more flexible in use, and more environmentally friendly. Cold-formed steel is used extensively in buildings, and its use in frames and trusses is increasing. There is now a growing interest in their use as primary structural members, especially in small span industrial and agricultural building and steel housing systems. This interest has led to use of cold-formed steel remaining buoyant even during the 1990’s recession. One of the major obstacles to the greater use of cold-formed steel is the flexibility of the ways in which it can be used. For instance, there is an almost limitless range of section profiles that can be used, each offering different advantages. Furthermore, failure is more complex with local buckling often being an important factor. All this makes design with cold-formed steel significantly more complex than design with hot-rolled steel. Most design programmes do not offer any cold formed sections, mainly because they have been rarely used. The problem is how to identify the "best section", and that the analysis process is far from simple. The work described here describes some of the preliminary work which is part of a project that aims to use neural network technology to overcome many of the difficulties of designing with cold-formed steel.

Neural networks have received increasing attention in the last fifteen years or so. They form one part of the artificial intelligence spectrum, but in many ways can be viewed as pattern recognition systems, or as an extremely powerful and versatile multi-dimensional surface fitting tool. There are many variations of neural networks, but the most common is the multi-layer perceptron network. This consists of a layer of nodes representing the inputs, one or more hidden layers of nodes, and a final layer of nodes representing the outputs from the system. The nodes in each layer are connected to all the layers in the succeeding layer, and each connection is assigned a weight. Associated with each node is a simple non-linear function, typically the sigmoid or tanh function. The values of the weights determine the output of the system for a given input. The network is trained by presenting it with a series of known inputs and outputs. The weights are chosen in order to minimise the error between the target outputs and the predicted outputs. Training of a network is the most difficult aspect of creating an effective network. First a comprehensive training set has to be obtained, then the network has to be trained. Training is equivalent to solving a very difficult optimisation problem. The error surface typically has many false minima, and convergence can be very slow, or can go to a false minimum. However, once a network is trained it produces results extremely quickly. Neural networks are effective when there is a relationship between the inputs and outputs, but there is no simply delineated rule or set of equations for expressing this relationship. This may be because the relationship is too complex, or some of the inputs or outputs are not easily quantifiable, e.g. ease of construction.

The aim of the project is to develop neural network tools that can assist the designer in selecting the appropriate section profiles, and this paper describes preliminary work to achieve this end. Selecting the section profile involves two aspects: (i) is choosing the general geometric profile (e.g. C section, Z section etc), the other is then choosing the dimensions for the particular profile.

Work so far has been restricted to three profile types: hat, lipped and plain sections. In this case the geometry can be described by three parameters. The code ECP2001 was used to calculate the ultimate moment capacity for a vast range of section profiles. From these results a database of “best” sections was produced. The criterion used in this preliminary work was simply minimizing the weight of the section. This data was used to train the neural networks to choose the section profile type and dimensions for a given design criteria. 

Two broad strategies were adopted. In the first an attempt was made to develop a single network that would predict the profile type and dimensions. In the second strategy a network was trained for each individual profile type, so there were separate networks for the plain, hat and lipped sections. An additional network was then trained to choose the best profile type for a given design criteria. So the complete system worked by first using one network to choose the profile type, this then branched to a further network of the appropriate type that selected the dimensions for the profile.

This second strategy was found to be more successful, giving lower overall errors. Furthermore, this second strategy was found to still give reasonable results for the design load of its chosen profile, even when it had not selected the best profile type.

It is intended to extend the current work to cover many more profile types, and to use other design criteria. The second strategy described above is likely to be the more successful, as it is unlikely that a single network could effectively handle all the various combinations that are available.
